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Abstract 

 
Several bootstrap methods have been studied nowadays for estimating the parameters in periodic data and it is important to 
consider the periodicity present in choosing the right bootstrap method. In this study we conducted a comparison of the 
performance of several block bootstrap methods designed for dependent data in the case of a real data time series with 
periodic structure such as the rainfall time series that is a time series with meteorological data collected monthly in a region in 
Albania.  R programming language is used to perform the bootstrap and to obtain the results. We proposed a block bootstrap 
procedure in the case of estimating the seasonal means and the overall mean in the time series studied and based on the 
results obtained we notice a good performance of our proposed bootstrap procedure compared with other procedures 
considered. 
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 Introduction 
 
Bootstrap proposed by Efron (1979) resulted to be an important method in the case of estimating the distribution of an 
estimator or test statistic by applying the resampling of the data or to a model estimated from the data ([4], [6]). This 
method gives good results in the case of independent and identically distributed (i.i.d) observations, but in the case of 
dependent observations, like time series, the i.i.d bootstrap gives incorrect answers (Singh (1981) [13], Babu and Singh 
(1983) [1]). Because of independence requirement the application of the bootstrap method is limited. For this reason, 
block bootstrap was introduced and resulted to be an important method for implementing the bootstrap with the time 
series data.  

Block bootstrap consists in dividing the data into blocks of observations and then resampling these blocks with 
replacement. Several block bootstrap methods were presented from researchers with intention to estimate the 
parameters of interest such as Moving Block Bootstrap (MBB) proposed by Künsch (1989) [7] and Liu and Singh (1992) 
[8] and is considered a good method designed especially for stationary time series.  

When we study periodic data, these methods must be able to considerate the periodicity present. For the time 
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series with a seasonal component, Politis (2001) [12] proposed a resampling algorithm that takes in consideration the 
periodicity present in the data. The Seasonal Block Bootstrap (SBB) proposed by Politis is a version of Kunsch’s (1989) 
block bootstrap with blocks whose size and starting points are integer multiples of the period. Although the good results of 
SBB presented by Politis, the method possess a restriction on the relative size of the period and the block size, because 
the block size must be of the order of the period (See [3]). 

Dudek et. al [3] proposed a modification of the block bootstrap, the Generalized Seasonal Block Bootstrap (GSBB) 
that is suitable for periodic time series with fixed length periodicities of arbitrary size as related to block size and also to 
the sample size. The series of observations is divided in blocks of desired length independent from periodicity and then 
these blocks are resampled in a way that retains periodicity. Because the block size can be chosen independently from 
the period, the usual asymptotic considerations for block size choice avoid the inconsistency problems of other methods 
and the problems that associate the Seasonal Block Bootstrap of Politis. The GSBB preserve the periodic structure of the 
data not requiring any particular relationship between the block length and the period length. This method is consistent for 
the seasonal means and the overall mean of a periodically correlated time series (See [3] for more).  

The goal of this study is to realize a comparison of the performance of the aforementioned bootstrap procedures 
and another procedure, Block bootstrap based in residuals, BBR, proposed for seasonal time series in the case of real 
data with periodic structure such as Rainfall time series (see [9], [10]). The Rainfall time series is a series of rainfall 
readings for a period of 40 years in a region in Albania.   

In this study the seasonal means and the overall mean estimations are obtained using these three different block 
bootstrap procedures: MBB, GSBB and BBR. There are good results obtained in the case of using BBR with a similar 
performance as GSBB and this is a good indication to use this block bootstrap procedure in the case of time series with 
real data and periodic structure. 
 

 Objectives 
 
In this study we consider a time series with data collected from monthly rainfall readings in a region in Albania for a period 
of 40 years. We used elements of periodic time series analysis to confirm the periodic structure of the series and we also 
realized a comparison of the performance of three different block bootstrap procedures in estimating the seasonal means 
and the overall mean. 

We proposed a block bootstrap procedure in the case of periodic time series such as Block Bootstrap based in 
Residuals and the goal is to compare its performance with a well-known block bootstrap procedure such as Generalized 
Seasonal Block Bootstrap and also with Moving Block Bootstrap. 

R programming language is used in performing bootstrap replications and obtaining and presenting the results. 
 

 Methodology 
 
3.1 Data in this study 
 
In this study we used meteorological data collected monthly over a period of 40 years in a region in Albania. The dataset 
length is 480 data. Several studies involve meteorological time series and they are more focused in forecasting, but we 
are interested in comparing the performance of block bootstrap procedures in the case of parameter estimating in the 
series considered. 
 
3.2 Bootstrap methodology 
 
The bootstrap method was introduced by Efron in 1979 and is a computer-intensive method for approximating the 
sampling distribution of any statistic derived from a random sample by independently sampling with replacement from an 
existing data sample with the same sample size. The main idea behind the bootstrap is that in the conditions of the lack 
of any information about the population distribution, the sample contains all the required information and using this 
information correctly can lead to good results (See [2], [4], [5] for more).  

This method gives good results in the case when the observations are independent and identically distributed 
(i.i.d), but in the case of dependent observations, like time series, the i.i.d bootstrap gives incorrect answers (Singh 
(1981) [13], Babu and Singh (1983) [1]). Moving Block Bootstrap (MBB) proposed by Künsch (1989) [7] and Liu and 
Singh (1992) [8], is considered a good method for bootstrapping the data designed especially for stationary time series.  
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For the time series with a seasonal component, Politis (2001) [12] proposed the Seasonal Block Bootstrap (SBB) 
that is a version of Kunsch’s (1989) block bootstrap with blocks whose size and starting points are integer multiples of the 
period. Also Dudek et. al [3] proposed a modification of the block bootstrap, the Generalized Seasonal Block Bootstrap 
(GSBB) that is suitable for periodic time series with fixed length periodicities of arbitrary size as related to block size and 
also to the sample size. 

We propose to use a block bootstrap procedure, Block bootstrap based on residuals (BBR) that we adapted in the 
case of periodic models based on the idea from the Residual-based block bootstrap of Paparoditis and Politis ([11]). 
 
3.3 R programming language 
 
In this study R programming language is used. R is a free software environment for statistical computing and graphics 
(see [14] for more). We use this programming language to implement the algorithms proposed and to obtain and present 
the results. 
 

 Results and Discussion 
 
We used R programming language in order to apply the bootstrap methods for the point estimation of the seasonal 
means and the overall mean in the Rainfall time series, as well as for the calculation of the Bias, Standard Deviation and 
the Mean Squared Error.  

1000 bootstrap replications as well as 1000 Monte Carlo trials were used in the case of finding the bootstrap 
estimations of the seasonal means and the overall mean using the three procedures, GSBB, BBR and MBB (their circular 
version) and performing the comparison of the results with the point estimation. The chosen block length is b=5.  

Figure 1 presents the Rainfall time series plot and also the ACF (Autocorrelation Function) plot: 
 

 
 
Figure 1. Rainfall time series plot of monthly rainfall values over a period of 40 years (left) and for the ACF 
(autocorrelation function) plot (right). 
 
As expected in this time series, a periodic structure is observed. The period is thought to be T=12, but this needs to be 
confirmed by further analysis. For this, the periodogram function from the TSA package is used (see the figure below). 
The periodogram of the Rainfall time series is constructed and the period is found. As seen in the Figure 2 the period will 
be T=12.  
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Figure 2. Periodogram for the Rainfall time series, obtained from the periodogram function, TSA package 
 
We construct the graph of the squared coherence statistic, which is used to determine the periodic structure of the time 
series, as well as the strength of the periodic structure on the various support lines (See the figure below). 
 

 
 

Figure 3. Squared coherence statistic, for the Rainfall time series (values passing the threshold , applied to 
the time series after removing the periodic mean using M=16). 
 
Knowing the period gives us the opportunity to calculate the main characteristics of the time series such as: periodic 
means and periodic standard deviations. For this purpose, we make the graphical presentation as a function of the 
season with a 95% confidence interval based on non-missing values for both of these characteristics.  

In Figure 4, we graphically present the seasonal (periodic) means together with the 95% confidence intervals, while 
in Figure 5, we present the estimation of seasonal (periodic) standard deviations together with the 95% confidence 
intervals. 

0.05α =
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Figure 4. Point estimations of seasonal means along with 95% confidence intervals for the Rainfall time series 
 

 
 
Figure 5. Point and interval estimations for periodic standard deviations for the Rainfall time series. 
 
In the figures above it can be observed the lack of stationarity of the time series and a periodic structure based on the 
seasonal means and seasonal standard deviations. The applied test is One-Way ANOVA for equality of the seasonal 
means and Bartlett's test is applied for Homogeneity of variances. The p-value obtained from the test for homogeneity of 
variances is zero, which indicates that the hypothesis of equality of variances is rejected. This also applies to the case of 
seasonal means. 

We are interested in the application of bootstrap methods in periodic time series and from the results above we 
confirmed the periodic structure of Rainfall time series and we found the period. In this time series we apply bootstrap 
methods in the case of point estimation of seasonal means and the overall mean. The methods used to obtain bootstrap 
estimations are GSBB, BBR and MBB (their circular version). The results are presented as follows: 
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Figure 6. Estimations of the seasonal means and the overall mean for the Rainfall time series using GSBB, BBR, MBB 
(left) and the point estimations (right). 
 
From Figure 6, we can see that the estimations obtained by the GSBB and BBR methods are close to the point 
estimations proposed for the seasonal means and the overall mean and are far from the estimations obtained using MBB. 
The estimations obtained using the MBB method for the seasonal means are very close to the estimations of the overall 
mean obtained by the three bootstrap methods and close to the classical point estimation of the overall mean. 
 

 
 
Figure 7. Bias for estimations of seasonal means and the overall mean when using the GSBB, BBR, MBB methods for 
the Rainfall time series. 
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Figure 8. Standard deviation (S.D) for estimations of the seasonal means and the overall mean using the GSBB, BBR 
and MBB methods. 
 
We can notice a similar and a good performance in the case of Bias for the estimations of seasonal means and the 
overall mean using the GSBB and BBR methods, but not a good performance of the MBB method (See Figure 7). 

In the figure below we present the Mean Squared Error (MSE) of the estimations of the seasonal means and the 
overall mean, when using the three methods considered for the Rainfall time series. 

 

 
 
Figure 9. Mean squared error (MSE) for the estimations of seasonal means and the overall mean using the GSBB, BBR 
and MBB methods for the Rainfall time series. 
 
A similar and quite good performance of the GSBB and BBR methods is observed, which are accompanied by small MSE 
values (there is an overlap of the graphs in the figure and they are indistinguishable from each other, see Figure 9). The 
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MBB method gives us fairly large values of MSE, since all seasonal means estimations are close to the estimation of the 
overall mean. Only in the case of the estimation of the overall mean we have an almost identical performance for the 
three methods. 
 

 Conclusions 
 
From the results obtained when studying the performance of the three block bootstrap procedures in the case of Rainfall 
time series, the estimations obtained by the GSBB and BBR methods are very close to each other and also close to the 
classical point estimations used for periodically time series. The performance of the GSBB and BBR methods is quite 
good in this situation and this happens because we take in consideration the periodicity of the time series during the 
application of these methods. Also GSBB and BBR estimations are characterized by very small Bias and MSE values and 
we have a similar performance of the two methods. 

The MBB method does not take into account the presence of periodicity and the results for the seasonal means 
are quite far from the results of the point estimations and the bootstrap estimations from the other two methods. Also 
MBB estimations of the seasonal means are characterized by large values of Bias and MSE.  

Only in the case of estimating the overall mean we have a similar performance of the three methods. 
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